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#### Abstract

The basic Lommel polynomials associated to the ${ }_{1} \varphi_{1} q$-Bessel function and the Jackson $q$-Bessel functions are considered as orthogonal polynomials in $q^{v}$, where $v$ is the order of the corresponding basic Bessel functions. The corresponding moment problems are both indeterminate and determinate depending on a parameter. Using techniques of Chihara and Maki we derive an explicit orthogonality measure, which is discrete and unbounded. For the indeterminate moment problem this measure is N -extremal. Some results on the zeros of the basic Bessel functions, both as functions of the order and of the argument are obtained. Precise asymptotic behaviour of the zeros of the ${ }_{1} \varphi_{1} q$-Bessel function is obtained. © 1999 Academic Press


## INTRODUCTION

An orthogonality measure for orthogonal polynomials can be derived if the asymptotic behaviour of the orthogonal polynomials is known. In case the coefficients in the three-term recurrence relation are unbounded, the orthogonality measure is supported on an infinite interval. In this case it might happen that the corresponding moment problem is indeterminate, i.e., there is more than one orthogonality measure for the orthogonal polynomials. This problem goes back to Stieltjes's famous memoir "Recherches sur les fractions continues" from 1894-1895. Here we consider orthogonal polynomials arising from basic analogues of the Bessel function which are defined by a three-term recurrence relation in which the coefficients are exponentially increasing. It turns out that techniques developed by Chihara and Maki in the 1960s are useful in the study of these orthogonal polynomials.

Let us start with describing the situation for the Lommel polynomials as orthogonal polynomials, both as polynomial in the argument or as

[^0]polynomial in the order. The Lommel polynomials, introduced by Lommel in 1871 , are polynomials related to the Bessel function
\[

$$
\begin{equation*}
J_{v}(z)=\sum_{k=0}^{\infty} \frac{(-1)^{k}(z / 2)^{2 k+v}}{k!\Gamma(v+k+1)}=\frac{(z / 2)^{v}}{\Gamma(v+1)}{ }_{0} F_{1}\left(-; v+1 ; z^{2} / 4\right), \tag{1.1}
\end{equation*}
$$

\]

of order $v$ and argument $z$. The Bessel function is a very well-understood special function; see Watson's treatise [23]. A recurrence relation for the Bessel function is, cf. [23, Sect. 3.2(1)],

$$
\begin{equation*}
J_{v+1}(z)=\frac{2 v}{z} J_{v}(z)-J_{v-1}(z) . \tag{1.2}
\end{equation*}
$$

Iterating this relation shows that $J_{v+m}(z)$ can be expressed in terms of $J_{v}(z)$ and $J_{v-1}(z)$, such that the coefficients are polynomials in $z^{-1}$,

$$
J_{v+m}(z)=h_{m, v}\left(z^{-1}\right) J_{v}(z)-h_{m-1, v-1}\left(z^{-1}\right) J_{v-1}(z),
$$

where $h_{m, v}(z)$ are the Lommel polynomials, see [23, Chap. 9].
The Lommel polynomials satisfy
$h_{m+1, v}(z)=2 z(m+v) h_{m, v}(z)-h_{m-1, v}(z), \quad h_{-1, v}(z)=0, \quad h_{0, v}(z)=1$.
Favard's theorem, see, e.g., [5, Chap. II, Theorem 6.4], shows that for $v>0$ the Lommel polynomials are orthogonal with respect to a positive measure on the real line. The explicit orthogonality relations for the Lommel polynomials have been determined in papers by Schwartz, Dickinson, Dickinson, Pollak and Wannier, and Goldberg in 1940-1965 in terms of the zeros of the Bessel function of order $v-1$; see the references in $[9,16,18]$. An ingredient for the derivation of the orthogonality relations is Hurwitz's asymptotic formula, see [23, 9.65(1)],

$$
\begin{equation*}
\frac{(2 z)^{1-v-m} h_{m, v}(z)}{\Gamma(v+m)} \rightarrow J_{v-1}\left(\frac{1}{z}\right), \quad m \rightarrow \infty . \tag{1.4}
\end{equation*}
$$

Putting $r_{m, z}(v)=h_{m, v}(z)$ we see from (1.3) that $r_{m, z}(v)$ also satisfies a three-term recurrence relation to which Favard's theorem is applicable. Hence, for each real non-zero $z$ there is a positive measure on the real line for which the polynomials $r_{m, z}(v)$, i.e., the Lommel polynomials considered as polynomials of the order $v$, are orthogonal. This measure has unbounded support. It has been determined explicitly by Maki [18] in 1968 by determining the Stieltjes transform of the orthogonality measure in terms of Bessel functions using Hurwitz's asymptotic formula (1.4). Maki's results
give information on the zeros of $v \mapsto J_{v}(z)$ for real $z$. Specifically, the zeros are real and simple and form a denumerable set. See also Coulomb [6] for analytic derivations of related results.

In this paper we consider a similar situation for basic analogues of the Bessel function, namely for the ${ }_{1} \varphi_{1} q$-Bessel functions and for Jackson's $q$-Bessel functions. The ${ }_{1} \varphi_{1} q$-Bessel functions are also known as the HahnExton $q$-Bessel functions, and here the orthogonality for the $q$-Lommel polynomials in $q^{v}$ seems the most natural. In Section 2 we recall the results needed on the ${ }_{1} \varphi_{1} q$-Bessel function and on the associated $q$-Lommel polynomials. In Section 3 we state orthogonality relations for the $q$-Lommel polynomials as polynomials in $x=q^{v}$. Here indeterminate moment problems arise depending on the value of the argument, and the constructed orthogonality measure is N -extremal in the indeterminate case. Using a duality between argument and order we obtain results on the zeros of the ${ }_{1} \varphi_{1} q$-Bessel function considered as function of the argument, and in particular we find that the positive zeros tend to infinity as $q^{-(1 / 2) k}$. Finally, in Section 4 we give related results for the $q$-Lommel polynomials associated to Jackson's $q$-Bessel function. In this case the moment problem is determinate.

The main tools are Maki's general theorem [18, Theorem 4.9] and Chihara's theory of chain sequences related to orthogonal polynomials, see [3-5]. In all cases the coefficients in the three-term recurrence relation are exponentially increasing, and in some cases the moment problem is indeterminate as follows from the asymptotic behaviour. The orthogonal polynomials considered all fit into the class of $q$-like orthogonal polynomials studied by Van Assche [21], so that the asymptotic behaviour of the rescaled polynomials is available. However, this doesn't suffice for our purposes.

The Lommel polynomials also have an interpretation on the group of plane motions arising from the well-known interpretation of Bessel functions on this group, see Feinsilver [7]. The ${ }_{1} \varphi_{1} q$-Bessel functions also have a natural interpretation on the quantum group of plane motions, see [13, 20], and we might ask whether Feinsilver's interpretation goes through in the quantum group setting. The quantum group interpretation also holds for a two-parameter $q$-Bessel function extending the ${ }_{1} \varphi_{1} q$-Bessel functions, see [14]. These $q$-Bessel functions have also been studied by Ismail et al. [11], and we might expect that the appropriate generalisations of the results of this paper exist in some sense for this more general $q$-Bessel function.

Notation. The basic convention throughout the paper is $0<q<1$. The notation for basic (or $q$-)hypergeometric series follows Gasper and Rahman [8].

## 2. THE ${ }_{1} \varphi_{1} q$-BESSEL FUNCTION AND $q$-LOMMEL POLYNOMIALS

In this section we recall the basic Lommel polynomials associated with the ${ }_{1} \varphi_{1} q$-Bessel function studied in [15,16]. This $q$-Bessel function is also known as the Hahn-Exton $q$-Bessel function, but its history actually goes back to Jackson's 1904 paper [12, Sect. 6], where this function appears in rather awkward notation.

The ${ }_{1} \varphi_{1} q$-Bessel function is defined by

$$
\begin{align*}
J_{v}(w ; q) & =\sum_{k=0}^{\infty} \frac{\left(q^{v+k+1} ; q\right)_{\infty}}{(q ; q)_{\infty}} \frac{(-1)^{k} q^{1 / 2 k(k+1)} w^{v+2 k}}{(q, q)_{k}} \\
& =w^{v} \frac{\left(q^{v+1} ; q\right)_{\infty}}{(q ; q)_{\infty}}{ }_{1} \varphi_{1}\left(0 ; q^{v+1} ; q, q w^{2}\right) \\
& =w^{v} \frac{\left(q w^{2} ; q\right)_{\infty}}{(q ; q)_{\infty}}{ }_{1} \varphi_{1}\left(0 ; q w^{2} ; q, q^{v+1}\right), \tag{2.1}
\end{align*}
$$

where the last equality follows from $(y ; q)_{\infty} \varphi_{1}(0 ; y ; q, x)=$ $(x ; q)_{\infty} \varphi_{1}(0 ; x ; q, y)$, see $[17,(2.3)]$. So $\mathscr{J}_{v}(w ; q)=w^{-v} J_{v}(w ; q)$ is an entire function in both $w$ and $x=q^{v}$. This $q$-Bessel function satisfies the recurrence relation, cf. (1.2),

$$
\begin{equation*}
J_{v+1}(w ; q)+J_{v-1}(w ; q)=\left(w+\frac{1-q^{v}}{w}\right) J_{v}(w ; q) . \tag{2.2}
\end{equation*}
$$

See [15] and references given there.
The $q$-Lommel polynomials $h_{m, v}(w ; q)$ that follow from iterating (2.2) satisfy

$$
\begin{equation*}
\left(w^{-1}+w\left(1-q^{v+m}\right)\right) h_{m, v}(w ; q)=h_{m+1, v}(w ; q)+h_{m-1, v}(w ; q), \tag{2.3}
\end{equation*}
$$

with initial conditions $h_{0, v}(w ; q)=1, h_{1, v}(x ; q)=w^{-1}+\left(1-q^{v}\right) w$, see [15, Proposition 4.3]. In [16] these polynomials have been considered as orthogonal Laurent polynomials in $w$ and the orthogonality measure has been determined explicitly in terms of the ${ }_{1} \varphi_{1} q$-Bessel function of order $v-1$. The analogue of Hurwitz's formula (1.4) is slightly more complicated, see [15, 16];

$$
\begin{equation*}
\lim _{m \rightarrow \infty} w^{-m} h_{m, v}(w ; q)=\frac{(q ; q)_{\infty}}{\left(w^{-2} ; q\right)_{\infty}} \mathscr{J}_{v-1}\left(w^{-1} ; q\right), \quad|w|>1 . \tag{2.4}
\end{equation*}
$$

For $|w|<1$ the asymptotic behaviour can be expressed in terms of a function closely related to the ${ }_{1} \varphi_{1} q$-Bessel function, see [16].

It is clear from (2.3) that we can consider $h_{m, v}(w ; q)$ as a polynomial of degree $m$ in $x=q^{v}$. Put $P_{m}\left(q^{v} ; w ; q\right)=h_{m, v}(w ; q)$. Then we can rewrite (2.3) as

$$
\begin{align*}
x P_{m}(x ; w ; q)= & -w^{-1} q^{-m} P_{m+1}(x ; w ; q)+q^{-m}\left(1+w^{-2}\right) P_{m}(x ; w ; q) \\
& -w^{-1} q^{-m} P_{m-1}(x ; w ; q) \tag{2.5}
\end{align*}
$$

with initial condition $P_{0}(x ; w ; q)=1, P_{1}(x ; w ; q)=w+w^{-1}-w x$. Favard's theorem, see, e.g., [5, Chap. II, Theorem 6.4], shows that $P_{m}(\cdot ; w ; q)$ are orthogonal polynomials on the real line for some positive Borel measure for $w \in \mathbb{R} \backslash\{0\}$. From (2.5) we obtain $P_{m}(x ;-w ; q)=(-1)^{m} P_{m}(x ; w ; q)$, so that we may restrict ourselves to positive $w$. From (2.5) we also get $P_{m}\left(w^{-2} x ; w ; q\right)=P_{m}\left(x ; w^{-1} ; q\right)$, so that we may restrict ourselves to $w \geqslant 1$.

For the sake of completeness we recall the following explicit expression, see [15, Sect. 4],

$$
P_{m}(x ; w ; q)=\sum_{j=0}^{m} x^{j} w^{m} q^{j m} \frac{\left(q^{-m} ; q\right)_{j}}{(q ; q)_{j}}{ }_{2} \varphi_{1}\left(\begin{array}{c}
q^{j-m}, q^{j+1}  \tag{2.6}\\
q^{-m}
\end{array} ; q, \frac{q^{-j}}{w^{2}}\right) .
$$

Hence, $P_{m}(0 ; w ; q)=\sum_{k=0}^{m} w^{m-2 k}=U_{m}\left(1 / 2\left(w+w^{-1}\right)\right)$, where $U_{m}$ denotes a Chebyshev polynomial of the second kind. This also follows from (2.5), see [16, Sect. 7]. Now we get the analogue of (2.4),

$$
\begin{equation*}
\lim _{m \rightarrow \infty} w^{-m} P_{m}(x ; w ; q)=\frac{1}{\left(1-w^{-2}\right)} \varphi_{1}\left(0, q w^{-2} ; q, x\right), \quad|w|>1, \tag{2.7}
\end{equation*}
$$

uniformly in $x$ on compact subsets of $\mathbb{C}$ as can be derived from the explicit expression (2.6) and dominated convergence.

The monic polynomial $p_{m}(x)=(-w)^{-m} q^{-(1 / 2) m(m-1)} P_{m}(x ; w ; q)$ satisfies

$$
\begin{gather*}
x p_{m}(x)=p_{m+1}(x)+\alpha_{m} p_{m}(x)+\beta_{m} p_{m-1}(x),  \tag{2.8}\\
\alpha_{m}=q^{-m}\left(1+w^{-2}\right), \quad \beta_{m}=w^{-2} q^{1-2 m},
\end{gather*}
$$

with initial condition $p_{0}(x)=1, p_{1}(x)=x-w^{-2}-1$. The corresponding orthonormal polynomials $r_{m}(x)=|w|^{m} q^{(1 / 2) m^{2}} p_{m}(x)=(-\operatorname{sgn} w)^{m} q^{(1 / 2) m}$ $P_{m}(x ; w ; q)$ satisfy

$$
\begin{gather*}
x r_{m}(x)=a_{m+1} r_{m+1}(x)+b_{m} r_{m}(x)+a_{m} r_{m-1}(x),  \tag{2.9}\\
a_{m}=|w|^{-1} q^{1 / 2-m}, \quad b_{m}=q^{-m}\left(1+w^{-2}\right),
\end{gather*}
$$

with initial condition $r_{0}(x)=1, r_{1}(x)=|w| x-|w|-|w|^{-1}$. Note that the coefficients in (2.9) are positive and exponentially increasing.

Observe that (2.8) is closely related to the three-term recurrence relation for the Al-Salam and Carlitz polynomials $V_{m}^{(a)}(x)$, see Al-Salam and Carlitz [1],
$x V_{m}^{(a)}(x)=V_{m+1}^{(a)}(x)+(1+a) q^{-m} V_{m}^{(a)}(x)+a q^{1-2 m}\left(1-q^{m}\right) V_{m-1}^{(a)}(x),(2.10)$
by taking $a=w^{-2}$ and we may expect some similarities in the analysis. However, the difference in the coefficients of the $(m-1)$ degree polynomial in (2.8) and (2.10) is unbounded as $m \rightarrow \infty$.

## 3. ORTHOGONALITY AND ZEROS

In this section we investigate the orthogonality properties for the $q$-Lommel polynomials of (2.5) and zeros of the ${ }_{1} \varphi_{1} q$-Bessel function both as a function of the argument and of the order. We establish the orthogonality measure for the orthogonal polynomials $P_{m}(\cdot ; w ; q)$ in case the corresponding moment problem is determinate. For the indeterminate cases we present an N -extremal measure except for the case $w=1$. It turns out that the zeros of the ${ }_{1} \varphi_{1} q$-Bessel function (as a function of the argument) describe the point masses of the measures. Using this information we establish precise growth behaviour of the zeros of the ${ }_{1} \varphi_{1} q$-Bessel of order greater than -1 .

Lemma 3.1. Let $w \geqslant 1$, and $P_{m}(\cdot ; w ; q)$ be defined by (2.5).
(i) The Hamburger moment problem for the orthogonal polynomials $P_{m}(\cdot ; w ; q)$ is determinate for $w \geqslant q^{-1 / 2}$ and indeterminate for $1 \leqslant w<q^{-1 / 2}$
(ii) The true interval of orthogonality, i.e., the smallest closed interval containing all the zeros of all the polynomials $P_{m}(\cdot ; w ; q)$, is contained in $[0, \infty)$.

Part (i) of Lemma 3.1 corresponds nicely to the similar statement for the Al-Salam and Carlitz polynomials in Chihara [4, Sect. 5(B)].

Remark. The three-term recurrence relation (2.5) can be viewed as a three-term recurrence relation as occurring in birth and death processes with values $\mu_{m}=q^{-m}, \lambda_{m}=w^{-2} q^{-m}$ after putting $F_{m}(x)=$ $(q / w)^{m} P_{m}(x ; w ; q)$, where we refer to [10] for the notation as well as an introduction to this subject. This implies Lemma 3.1(ii) by [10, Sect. 2]. For the birth and death processes another set of orthogonal polynomials, with $\mu_{0}=0$ instead of $\mu_{0}=1$, is also of interest. I thank the referee for pointing this out.

Proof. To prove (i) we observe that by (2.7) we have

$$
P_{m}(x ; w ; q) \approx \frac{w^{m}}{1-w^{-2}} 1 \varphi_{1}\left(0 ; q w^{-2} ; q, x\right), \quad w>1 .
$$

Pick any $x \in \mathbb{C} \backslash \mathbb{R}$ for which the function ${ }_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, x\right)$ is non-zero. Then we find that $r_{m}(x)$ behaves like $\left(w q^{1 / 2) m}\right.$, so that $\sum_{m=0}^{\infty}\left|r_{m}(x)\right|^{2}$ diverges if and only if $w \geqslant q^{-1 / 2}$. Now (i) follows from [2, Theorem 1.1, p. 503; 19, Theorem 2.9, p. 50], apart from the case $w=1$. For $w=1$ we have $P_{m}(x ; 1 ; q)=\mathcal{O}(m)$, see [16, Section 7] or apply Darboux's method to [15, (4.22)] and $r_{m}(x)$ behaves like $m q^{(1 / 2) m}$, so that $\sum_{m=0}^{\infty}\left|r_{m}(x)\right|^{2}$ converges for $w=1$.

For (ii) we use Theorem 1 of Chihara [3], see also [5], stating that a necessary and sufficient condition for the true interval of orthogonality being contained in $[c, \infty)$ is $\alpha_{n}>c, n \in \mathbb{Z}_{+}$, and $\left\{\beta_{m} /\left(\left(\alpha_{m}-c\right)\left(\alpha_{m-1}-c\right)\right)\right\}_{m=1}^{\infty}$ a chain sequence. Recall that $\left\{h_{m}\right\}_{m=1}^{\infty}$ is a chain sequence if there exists a parameter sequence $\left\{g_{m}\right\}_{m=0}^{\infty}$, with $0 \leqslant g_{0}<1$ and $0<g_{m}<1$ for $m \geqslant 1$, such that $h_{m}=\left(1-g_{m-1}\right) g_{m}$, see [5, Chap. III]. Take $c=0$. The first condition is trivially satisfied and

$$
\frac{\beta_{m}}{\alpha_{m} \alpha_{m-1}}=\frac{w^{-2}}{\left(1+w^{-2}\right)^{2}} \in\left(0, \frac{1}{4}\right],
$$

which is a chain sequence with parameter sequence $g_{m}=\left(1+w^{-2}\right)^{-1}$.
Remark. 3.2. In case $1 \leqslant w<q^{-1 / 2}$ the Hamburger moment problem is indeterminate from Lemma 3.1(i) and by part (ii) the Stieltjes moment problem has a solution, since there is always an orthogonality measure supported on the true interval of orthogonality; see [5, 19]. Since the chain sequence $\left\{\beta_{m} /\left(\alpha_{m} \alpha_{m-1}\right)\right\}_{m=1}^{\infty}$ doesn't determine its parameter sequence uniquely, it follows from [4, Theorem 1] that for $1 \leqslant w<q^{-1 / 2}$ the Stieltjes moment problem is also indeterminate. Indeed, the parameter sequence $g_{m}=\left(1+w^{-2}\right)^{-1}$ is the maximal parameter sequence, see [5, Chap. III].

Remark 3.3. Following [5] we denote the true interval of orthogonality by [ $\xi_{1}, \eta_{1}$ ], where $\xi_{1}$, respectively $\eta_{1}$, is the limit of the first, respectively last, zero of $p_{m}(x)$ as $m \rightarrow \infty$. From [5, Corollary 2, p. 109] we obtain $\eta_{1}=\infty$. More generally, let $\xi_{i}$ denote the limit of the $i$ th zero of $p_{m}(x)$ as $m \rightarrow \infty$. Then $\xi_{i}<\xi_{i+1}$ and it follows from [5, (3.7), (3.8), p. 119] that $\Xi=\left\{\xi_{1}, \xi_{2}, \ldots\right\}$ has no point of accumulation and that there exists a discrete orthogonality measure with $\Xi$ as its spectrum.

Lemma 3.4. For the true interval of orthogonality $\left[\xi_{1}, \infty\right)$ we have $1+w^{-2}>\xi_{1}>0$ and for $w \geqslant q^{-1 / 2}$ we have $\xi_{1} \geqslant \sigma(w)=1+w^{-2}-$ $w^{-1}\left(q^{1 / 2}+q^{-1 / 2}\right)$.

Proof. From Chihara's characterisation as used in the proof of Lemma 3.1, we see that $\inf \alpha_{m}=1+w^{-2}$ is an upper bound for $\xi_{1}$.

A straightforward calculation shows that for the coefficients in (2.9) we have

$$
\begin{align*}
b_{m}-a_{m}-a_{m+1} & =q^{-m} \sigma(w), & & m \geqslant 1,  \tag{3.1}\\
b_{0}-a_{1} & =\sigma(w)+|w|^{-1} q^{1 / 2} & & m=0 .
\end{align*}
$$

This is positive for $w>q^{-1 / 2}$ and zero for $w=q^{-1 / 2}$. On the other hand, the zeros of $r_{m}(x)$ are the eigenvalues of a truncated Jacobi matrix of size $m$, see, e.g., Van Assche [22, p. 226]. This symmetric matrix is tridiagonal with $b_{0}, \ldots, b_{m-1}$ on the diagonal and $a_{1}, \ldots, a_{m-1}$ and the super- and subdiagonal. Hence, Gershgorin's theorem implies that the eigenvalues, hence the zeros of $r_{m}(x)$, are contained in the disks $\left\{x:\left|x-b_{k}\right| \leqslant a_{k}+a_{k+1}\right\}$, $k=1, \ldots, m-2$, and $\left\{x:\left|x-b_{0}\right| \leqslant a_{1}\right\}$ and $\left\{x:\left|x-b_{m-1}\right| \leqslant a_{m-1}\right\}$. Since zeros of orthogonal polynomials are real, we get $\xi_{1} \geqslant \sigma(w) \geqslant 0$ for $w \geqslant q^{-1 / 2}$.

For $1 \leqslant w<q^{-1 / 2}$ we can apply [4, Theorem 4], stating that $\xi_{1}=0$ if and only if the Stieltjes moment problem is determinate. As remarked in Remark 3.2 this is not the case, so $\xi_{1}>0$.

It remains to consider $w=q^{-1 / 2}$. Since $0<q<1$ we can find $\varepsilon>0$ such that $\alpha_{n}>\varepsilon(1+q)$ and

$$
\frac{\beta_{m}}{\left(\alpha_{m}-\varepsilon(1+q)\right)\left(\alpha_{m-1}-\varepsilon(1+q)\right)}=\frac{q}{(1+q)^{2}} \frac{1}{\left(1-\varepsilon q^{m}\right)\left(1-\varepsilon q^{m-1}\right)} \leqslant \frac{1}{4},
$$

implying that the left hand side is a chain sequence by Wall's comparison test, see [5, Theorem 5.7, p. 97]. Using [3, Theorem 1] as in Lemma 3.1, we see that $\xi_{1} \geqslant \varepsilon(1+q)$.

Remark. (i) The fact that (3.1) is non-negative for $w \geqslant q^{-1 / 2}$ implies determinacy of the Hamburger moment problem by Berezanskiĭ [2, Corollary, p. 506].
(ii) To see that $\xi_{1}>0$ for $w>1$ we can also apply Chihara [3, Lemma 6], which gives a lower bound for $\xi_{1}$ in terms of inf $\alpha_{m}=\left(1+w^{-2}\right)$, $\sup \beta_{m} /\left(\alpha_{m} \alpha_{m-1}\right)=w^{-2} /\left(1+w^{-2}\right)$ and the infimum of the difference between the maximal and minimal parameter sequence for the chain sequence $\beta_{m} /\left(\alpha_{m} \alpha_{m-1}\right)$. Since the maximal parameter sequence is the constant sequence $\left(1+w^{-2}\right)^{-1}>1 / 2$ for $w>1$ and the minimal parameter
sequence is less than $1 / 2$ the infimum is positive, cf. [5, Corollary, p. 102], and then Chihara's estimate gives $\xi_{1}>0$. The explicit estimate is

$$
\begin{equation*}
\xi_{1} \geqslant\left(1+w^{-2}\right)\left(1-\frac{4 w^{-1}}{\sqrt{1+14 w^{-2}+w^{-4}}}\right) \tag{3.2}
\end{equation*}
$$

which is positive for $w>1$.
Next we calculate the associated polynomials $P_{m}^{(1)}(x ; w ; q)$;

$$
\begin{align*}
x P_{m}^{(1)}(x ; w ; q)= & -w^{-1} q^{-m-1} P_{m+1}^{(1)}(x ; w ; q) \\
& +q^{-m-1}\left(1+w^{-2}\right) P_{m}^{(1)}(x ; w ; q) \\
& -w^{-1} q^{-m-1} P_{m-1}^{(1)}(x ; w ; q), \tag{3.3}
\end{align*}
$$

with initial conditions $P_{0}^{(1)}(x ; w ; q)=1, \quad P_{1}^{(1)}(x ; w ; q)=w+w^{-1}-q w x$. Comparing (3.3) with (2.5) yields $P_{m}^{(1)}(x ; w ; q)=P_{m}(q x ; w ; q)$. Hence, the associated monic polynomials are $p_{m}^{(1)}(x)=q^{-m} p_{m}(q x)$. The polynomials $p_{m}(x)$ and $p_{m}^{(1)}(x)$ are the denominator and numerator polynomial of the continued fraction $K(x ; w ; q)$ giving the Stieltjes transform $K(x ; w ; q)=$ $\int_{-\infty}^{\infty} d m(t) /(x-t)$ of an orthogonality measure for the orthogonal polynomials, see Shohat and Tamarkin [19, Sect.12] or [5, 18]. So, if the continued fraction converges, it is given by

$$
\begin{aligned}
K(x ; w ; q) & =\lim _{m \rightarrow \infty} \frac{p_{m-1}^{(1)}(x)}{p_{m}(x)}=\lim _{m \rightarrow \infty} q^{1-m} \frac{p_{m-1}(q x)}{p_{m}(x)} \\
& =\lim _{m \rightarrow \infty}-w \frac{P_{m-1}(q x ; w ; q)}{P_{m}(x ; w ; q)} .
\end{aligned}
$$

We can calculate $K(x ; w ; q)$ for $w>1$ using (2.7). Hence,

$$
\begin{equation*}
K(x ; w ; q)=-\frac{1 \varphi_{1}\left(0 ; q w^{-2} ; q, q x\right)}{{ }_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, x\right)}, \quad w>1 . \tag{3.4}
\end{equation*}
$$

Note that $K(x ; w ; q)$ is a meromorphic function in $x$. The next lemma is an application of a theorem by Maki [18] generalizing the analysis for the orthogonality of the Lommel polynomials as polynomials in $w$, see also [3, Theorem 8]. Recall from Remark 3.3 that the $\xi_{i}$ is the limit of the $i$ th zero of $p_{m}$ as $m \rightarrow \infty$.

Lemma 3.5. For $w>1$ the function $K(x ; w ; q)$ is meromorphic and it has a Mittag-Leffler expansion

$$
K(x ; w ; q)=\sum_{k=1}^{\infty} \frac{A_{k}}{x-\xi_{k}}, \quad A_{k}>0, \quad \sum_{k=1}^{\infty} A_{k}=1,
$$

and $0<\xi_{1}<\xi_{2}<\cdots$ tending to infinity. Moreover, an orthogonality measure for the orthogonal polynomials $P_{m}(\cdot ; w ; q)$ is purely discrete with masses $A_{k}$ at the points $\xi_{k}$. Moreover, if $w \geqslant q^{-1 / 2}$, then the orthogonality measure is unique.

Proof. Since obviously $\alpha_{m} \rightarrow \infty$ and $\lim \sup _{m \rightarrow \infty} \beta_{m} /\left(\alpha_{m} \alpha_{m-1}\right)=$ $w^{-2} /\left(1+w^{-2}\right)^{2}<1 / 4$ for $w>1$, we can apply Theorem 4.9 of Maki [18] to find

$$
K(x ; w ; q)=\sum_{k=1}^{\infty} \frac{A_{k}}{x-x_{k}}, \quad A_{k}>0, \quad \sum_{k=1}^{\infty} A_{k}=1,
$$

for certain real points $x_{i}$ satisfying $-\infty<x_{1}<x_{2}<\cdots$. Moreover, an orthogonality measure for the orthogonal polynomials is purely discrete with masses $A_{k}$ at the points $x_{k}$. Since the spectrum of the orthogonality measure has to be unbounded, because the coefficients in (2.9) are unbounded, we get $x_{k} \rightarrow \infty$.

Next we observe that for $w>1$ by (2.7)

$$
\begin{align*}
\lim _{m \rightarrow \infty} \frac{p_{m}(x)}{p_{m-1}^{(1)}(0)} & =\lim _{m \rightarrow \infty}-\frac{w^{-m} P_{m}(x ; w ; q)}{w^{-(m-1)} U_{m-1}\left((1 / 2)\left(w+w^{-1}\right)\right)} \\
& =-{ }_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, x\right) \tag{3.5}
\end{align*}
$$

By Hurwitz's theorem on uniform convergence of analytic functions we conclude that the zeros of $x \mapsto{ }_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, x\right)$ consist of $\Xi=\left\{\xi_{1}, \xi_{2}, \ldots\right\}$. In order to conclude that $x_{i}=\xi_{i}$ for $i \in \mathbb{N}$ we need to check that the numerator and denominator of $K(x ; w ; q)$ in (3.4) have no common zeros. Indeed, $x=0$ is no common zero, and if $x \neq 0$ and $x q$ are zeros of ${ }_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, x\right)$, then by the second order $q$-difference equation for the ${ }_{1} \varphi_{1}$-series, derivable from [8, Ex. 1.13], we also get $x q^{2}$ as a zero. Iterating the argument gives $x q^{k}, k \in \mathbb{Z}_{+}$, as a zero, so that by analyticity ${ }_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, x\right)$ would be identically zero, which is absurd.

For $w \geqslant q^{-1 / 2}$ the statements follow from Lemmas 3.1 and 3.4.
The proof of the following theorem is much motivated by Ismail's investigation [9] of the zeros of the Jackson $q$-Bessel function.

## Theorem 3.6. Let $w>1$.

(i) The zeros of $x \mapsto{ }_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, x\right)$ are real, simple, and form $a$ denumerable set $0<\xi_{1}<\xi_{2}<\cdots$ with $\xi_{k} \rightarrow \infty$ as $k \rightarrow \infty$. Moreover, the zeros of $x \mapsto{ }_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, x\right)$ interlace with the zeros of $x \mapsto{ }_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, q x\right)$
(ii) The $q$-Lommel polynomials defined by (2.5) satisfy the following orthogonality relations with respect to a positive measure;
$-\sum_{k=1}^{\infty} P_{m}\left(\xi_{k} ; w ; q\right) P_{n}\left(\xi_{k} ; w ; q\right) \frac{1 \varphi_{1}\left(0 ; q w^{-2} ; q, q \xi_{k}\right)}{\left.(\partial / \partial x)\left({ }_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, x\right)\right)\right|_{x=\xi_{k}}}=\delta_{n m} q^{-m}$.
Moreover, for $w \geqslant q^{-1 / 2}$ the measure is unique, and for $1<w<q^{-1 / 2}$ the measure is a $N$-extremal solution of the indeterminate Hamburger moment problem.

Recall, see [19, p. 57], that in case of an indeterminate moment problem the Stieltjes transform of the convex set of measures having the same moments can be parametrised by holomorphic functions $\phi$ in the upper half plane with non-positive imaginary part,

$$
\int_{-\infty}^{\infty} \frac{d \mu_{\phi}(x)}{z-x}=\frac{A(z)-\phi(z) C(z)}{B(z)-\phi(z) D(z)},
$$

where $A, B, C$, and $D$ are entire functions. This is the Nevanlinna parametrisation. An N-extremal measure corresponds to $\phi$ being a constant $c \in \mathbb{R} \cup\{\infty\}$. The N-extremal measures, by a theorem of M. Riesz, characterise the measures for which the polynomials are dense in the corresponding weighted $L^{2}$-space; see [19, p. 62].

Proof. Combine Lemma 3.5 with (3.4) to see that

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{A_{k}}{x-\xi_{k}}=-\frac{1 \varphi_{1}\left(0 ; q w^{-2} ; q, q x\right)}{{ }_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, x\right)} \tag{3.6}
\end{equation*}
$$

with $0<\xi_{1}<\xi_{2}<\cdots$ and $\xi_{k} \rightarrow \infty$. So the zeros of $x \mapsto{ }_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, x\right)$ are positive, simple, and form a denumerable set $\left\{\xi_{1}, \xi_{2}, \ldots\right\}$, since the numerator and denominator have no common zeros.

From (3.6) we obtain

$$
0<A_{k}=-\frac{1 \varphi_{1}\left(0 ; q w^{-2} ; q, q \xi_{k}\right)}{\left.(\partial / \partial x){ }_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, x\right)\right)\left.\right|_{x=\xi_{k}}} .
$$

Since the zeros are real and simple the denominator has opposite signs for $k$ and $k+1$. Hence, ${ }_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, q \xi_{k}\right)_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, q \xi_{k+1}\right)<0$, or $x \mapsto$ ${ }_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, q x\right)$ has at least one zero in $\left(\xi_{k}, \xi_{k+1}\right)$. To show that there
is precisely one zero we differentiate (3.6) with respect to $x$. The left-hand side then gives $-\sum_{k=1}^{\infty}\left(A_{k} /\left(x-\xi_{k}\right)^{2}\right)$, which is negative on $\left(\xi_{k}, \xi_{k+1}\right)$, so the right-hand side of (3.6) has at most one zero in $\left(\xi_{k}, \xi_{k+1}\right)$, since it is differentiable in $\left(\xi_{k}, \xi_{k+1}\right)$. This proves (i).

Because of Lemma 3.5 we obtain for the orthonormal polynomials $r_{m}(x)$ defined by (2.9) the orthogonality relations

$$
\sum_{k=1}^{\infty} r_{m}\left(x_{k}\right) r_{n}\left(x_{k}\right) A_{k}=\delta_{n m} \sum_{k=1}^{\infty} A_{k}=\delta_{n m} .
$$

Since $r_{m}(x)=(-1)^{m} q^{(1 / 2) m} P_{m}(x ; w ; q)$ we obtain (ii).
To show that for $1<w<q^{-1 / 2}$ the measure is N -extremal we use Chihara [4, Sect. 4], showing that (3.5) implies that $-{ }_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, z\right)=$ $D(z)+B(z)$, or the measure corresponds to $\phi \equiv-1$, hence is N extremal.

Since the zeros of $x \mapsto{ }_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, q x\right)$ are obviously $q^{-1} \xi_{k}$ the interlacing property of Theorem $3.6(i)$ just means that $q^{-1} \xi_{k}<\xi_{k+1}$. For the indeterminate case this also follows from the general Theorem 2.13 of [19, p. 60].

Note that for $1<w<q^{-1 / 2}$ this is just one of the many possible inequivalent orthogonality measures corresponding to this indeterminate moment problem. Any other solution of the moment problem has a point in its spectrum smaller than $\xi_{1}$, see Chihara [4, Lemma 2]. It would be of interest to determine the entire functions $A(z), B(z), C(z)$, and $D(z)$ in the Nevanlinna parametrisation explicitly, so that all N -extremal measure can be found. Note that ${ }_{1} \varphi_{1}\left(0 ; q w^{-2} ; q, z\right)$ is an entire function of order zero.

## Corollary 3.7. Let $w>1$.

(i) The zeros of $v \mapsto \mathscr{g}_{v-1}\left(w^{-1} ; q\right)$ are real, simple, and form $a$ denumerable set $\cdots<v_{k+1}<v_{k}<\cdots<v_{1}<\infty$ with $v_{k} \rightarrow-\infty$ as $k \rightarrow \infty$. Moreover, the zeros of $v \mapsto \mathscr{\mathscr { V }}_{v-1}\left(w^{-1} ; q\right)$ interlace with the zeros of $v \mapsto \mathscr{F}_{v}\left(w^{-1} ; q\right)$.
(ii) The $q$-Lommel polynomials defined by (2.3) satisfy the orthogonality relations

$$
-\ln q \sum_{k=1}^{\infty} h_{m, v_{k}}(w ; q) h_{n, v_{k}}(w ; q) q^{v_{k}} \frac{\mathscr{J}_{v_{k}}\left(w^{-1} ; q\right)}{\left.(\partial / \partial v)\left(\mathscr{V}_{v}\left(w^{-1} ; q\right)\right)\right|_{v=v_{k}-1}}=\delta_{n m} q^{-m} .
$$

All masses are positive, and the orthogonality measure is uniquely determined for $w \geqslant q^{-1 / 2}$.

Proof. This is Theorem 3.6 with $x=q^{v}$ and $\xi_{k}=q^{\nu_{k}}$ using Lemma 3.4.

We denote for $v>-1$ the ordered positive simple zeros of $w \mapsto \mathscr{J}_{v}(w ; q)$ by $0<j_{1}(v)<j_{2}(v)<\cdots, \lim _{k \rightarrow \infty} j_{k}(v)=\infty$, see [15, Theorem 3.7]. So we can rewrite Theorem 3.6(ii) or Corollary 3.7(ii) for $w=q^{-(1 / 2) \rho}, \rho>0$, as

$$
\begin{gather*}
-2 q \sum_{k=1}^{\infty} P_{m}\left(q j_{k}(\rho)^{2} ; q^{-(1 / 2) \rho} ; q\right) P_{n}\left(q j_{k}(\rho)^{2} ; q^{-(1 / 2) \rho} ; q\right) \\
\quad \times j_{k}(\rho) \frac{\mathscr{J}_{\rho}\left(q^{1 / 2} j_{k}(\rho) ; q\right)}{\left.(\partial / \partial w)\left(\mathscr{J}_{\rho}(w ; q)\right)\right|_{w=j_{k}(\rho)}}=\delta_{n m} q^{-m}, \tag{3.7}
\end{gather*}
$$

since $\xi_{k}=q j_{k}(\rho)^{2}$.

Corollary 3.8. (i) For $\rho>0$ we have $j_{k+1}(\rho)>q^{-1 / 2} j_{k}(\rho)$.
(ii) For $\rho \geqslant 1$ we have $j_{1}(\rho) \geqslant q^{-1 / 2} \sqrt{\left(1-q^{(1 / 2)(\rho+1)}\right)\left(1-q^{(1 / 2)(\rho-1)}\right)}$ $\geqslant q^{-1 / 2}\left(1-q^{(1 / 2)(\rho-1)}\right)$.
(iii) For $\rho>0$ we have

$$
q^{-1 / 2} \sqrt{1+q^{\rho}}>j_{1}(\rho) \geqslant q^{-1 / 2} \sqrt{\left(1+q^{\rho}\right)\left(1-\frac{4 q^{1 / 2 \rho}}{\sqrt{1+14 q^{\rho}+q^{2 \rho}}}\right)} .
$$

Note that (i) implies that the zeros of the ${ }_{1} \varphi_{1} q$-Bessel function are exponentially increasing. In Corollary 3.10 the estimate is complemented by also establishing an upper bound for the quotient of successive zeros. From (iii) we get that $j_{1}(\rho) \rightarrow q^{-1 / 2}$ as $\rho \rightarrow \infty$. The lower bounds for the first zero should be compared with the bound given in [16, Corollary 4.3]. The upper bound is also given in [15, p. 698].

Proof. We have already proved (i), since $\xi_{k+1}>q^{-1} \xi_{k}$, (ii) follows from $\xi_{1} \geqslant \sigma\left(q^{-(1 / 2) \rho}\right)$ with $\sigma(w)$ as in Lemma 3.4, and (iii) follows from (3.2) and Lemma 3.4.

We can sharpen the result by showing that the zeros of $v \mapsto w^{-v} J_{v}(w ; q)$ for fixed $w \in \mathbb{C}$ tend asymptotically to the negative integers for $|v|$ large. The method is the same as that of Coulomb [6, Sect. 2], but since Coulomb's paper is rather old we give the details of the proof.

Proposition 3.9. For each sufficiently small $\varepsilon>0$ there exists $N>1$ such that for all integers $m>N$ the function $v \mapsto \mathscr{F}_{v}(w ; q), w \in \mathbb{C}$, has precisely one simple zero in $\{v:|v+m|<\varepsilon\}$.

Proof. Recall that $(q ; q)_{\infty} \mathscr{J}_{v}(w ; q)$ is analytic in $x=q^{v}$. We compare this function with $\left(q^{v+1} ; q\right)_{\infty}$, which as an analytic function of $x=q^{v}$
has simple zeros at $x=q^{-m}, m=2,3, \ldots$. Now $(q ; q)_{\infty} \mathscr{J}_{v}(w ; q)=$ $\left(q^{v+1} ; q\right)_{\infty}\left(1+f_{w}(x)\right)$ with

$$
f_{w}(x)=\sum_{k=1}^{\infty} \frac{(-1)^{k} q^{1 / 2 k(k-1)} q^{k} w^{2 k}}{(x q ; q)_{k}(q, q)_{k}}
$$

For $x$ away from the zeros of $(x q ; q)_{\infty}$ we let $\delta$ be defined by $\left|x-q^{-m}\right| \geqslant$ $\delta q^{-m}$ for $m=2,3, \ldots$, so $\left|(x q ; q)_{k}\right| \geqslant|1-x q| \delta^{k-1}$ and

$$
|1-x q|\left|f_{w}(x)\right| \leqslant \delta \sum_{k=1}^{\infty} \frac{q^{1 / 2 k(k-1)} q^{k}|w|^{2 k}}{(q, q)_{k} \delta^{k}}=\delta\left(\left(-\frac{q|w|^{2}}{\delta} ; q\right)_{\infty}-1\right)
$$

by $[8,(1.3 .16)]$. Observe that the right hand side is a decreasing function of $\delta$ independent of $x$. Hence, given $\delta>0$ we can find $N=N(\delta)>1$ such that for $|x|>q^{-N}$ the factor $|1-x q|$ forces $\left|f_{w}(x)\right|<1$. Thus $\mathscr{I}_{v}(w ; q)$ has no zeros in $\left|x-q^{-m}\right| \leqslant \delta q^{-m}, m>N$.

Since for $\delta<\left(q^{-1}-1\right) /\left(1+q^{-1}\right)$ these disks don't overlap, an application of Rouche's theorem gives that $\mathscr{I}_{v}(w ; q)$ has one simple zero in $\left|x-q^{-m}\right| \leqslant \delta q^{-m}, m>N$. Finally, apply this with $\delta=1-q^{\varepsilon}$.

Corollary 3.10. Let $\rho>0$. Then for each sufficiently small $\varepsilon>0$ there exists $N>1$ such that for $k>N$ we have $q^{1 / 2+\varepsilon} j_{k+1}(\rho)<j_{k}(\rho)<$ $q^{1 / 2} j_{k+1}(\rho)$.

Corollary 3.10 shows that the zeros $j_{k}(\rho)$ of the ${ }_{1} \varphi_{1} q$-Bessel function $\mathscr{F}_{\rho}(w ; q)$ of order $\rho>0$ behave like $q^{-(1 / 2)(k-1)} j_{1}(\rho)$. So the support of the orthogonality measure in (3.7) behaves like $q^{2-k} j_{1}(\rho)^{2}, k \rightarrow \infty$.

Proof. Take $w=q^{(1 / 2) \rho}$. Then the zeros of $v \mapsto \mathscr{J}_{v}\left(q^{(1 / 2) \rho} ; q\right)=$ $\mathscr{J}_{\rho}\left(q^{(1 / 2) v} ; q\right)$ correspond to the zeros $j_{k}(\rho)$ by $q^{(1 / 2) v_{k}}=j_{k}(\rho), k \in \mathbb{N}$. By Proposition 3.9 we see that for $\varepsilon>0$ there is a $N>1$ such that $v_{M+m} \in$ $\{v:|v+m|<\varepsilon\}$ for some $M \in \mathbb{Z}$ and for all $m>N$. Hence, $v_{k}-v_{k+1}<$ $1+2 \varepsilon$ or $j_{k}(\rho)>q^{1 / 2+\varepsilon} j_{k+1}(\rho)$ for $k$ sufficiently large.

Remark. Since $P_{m}\left(w^{-2} x ; w ; q\right)=P_{m}\left(x ; w^{-1} ; q\right)$ we have restricted ourselves to $w \geqslant 1$. The results corresponding to $0<w \leqslant 1$ can also be obtained directly by this method using the asymptotic properties of $h_{m, v}(w ; q)$ for $|w|<1$ given in [16, (3.6)].

Remark. In case $w=1$ we have only established the indeterminacy of the moment problem, but an explicit orthogonality measure has not been given. Since in the limits like (3.4) and (3.5) the result doesn't show that $w=1$ is a special point, one might wonder if the limit $\rho \downarrow 0$ in (3.7) does indeed give an orthogonality measure for this case. Indeed, the dependence on $\rho$ in both the ${ }_{1} \varphi_{1} q$-Bessel function and its zeros and in the orthogonal
polynomials is continuous. But the asymptotics of the orthogonal polynomials seems not easily available. However, the rescaled asymptotics for these polynomials is known, see [21, Theorem 1], in terms of the orthogonality measure for the polynomials as in (2.8), but with $q>1$ so that the recurrence coefficients are bounded.

## 4. ORTHOGONALITY FOR $q$-LOMMEL POLYNOMIALS ASSOCIATED WITH JACKSON'S $q$-BESSEL FUNCTION

In this section we give the analogue of the results of the previous section for the $q$-Lommel polynomials associated with the Jackson $q$-Bessel function as introduced by Ismail [9]. The Jackson $q$-Bessel function is defined by

$$
J_{v}^{(2)}(w ; q)=\left(\frac{w}{2}\right)^{v} \frac{\left(q^{v+1} ; q\right)_{\infty}}{(q ; q)_{\infty}}{ }_{0} \varphi_{1}\left(\begin{array}{c}
- \\
q^{v+1}
\end{array} ; q,-q^{v+1} \frac{w^{2}}{4}\right),
$$

so $J_{v}^{(2)}(w ; q)=(w / 2)^{-v} J_{v}^{(2)}(w ; q)$ is an entire function in $w$ and in $x=q^{v}$. See Ismail [9] for references to Jackson's papers from 1903-1905. Iteration of the recurrence

$$
\begin{equation*}
q^{v} J_{v+1}^{(2)}(w ; q)=\frac{2}{w}\left(1-q^{v}\right) J_{v}^{(2)}(w ; q)-J_{v-1}^{(2)}(w ; q) \tag{4.1}
\end{equation*}
$$

leads to the $q$-Lommel polynomials $h_{m, v}^{(2)}(w ; q)$ satisfying the recurrence relation

$$
\begin{equation*}
h_{m+1, v}^{(2)}(w ; q)=2 w\left(1-q^{m+v}\right) h_{m, v}^{(2)}(w ; q)-q^{n+v+1} h_{m-1, v}^{(2)}(w ; q), \tag{4.2}
\end{equation*}
$$

with $h_{0, v}^{(2)}(w ; q)=1, h_{1, v}^{(2)}(w ; q)=2 w\left(1-q^{v}\right)$, see [9].
From (4.2) it follows that the polynomials $h_{m, v}^{(2)}(w ; q)$ form a set of orthogonal polynomials in $w$ by Favard's theorem, and the orthogonality relations have been determined by Ismail [9]. However, the $h_{m, v}^{(2)}(w ; q)$ do not form a set of orthogonal polynomials in $x=q^{v}$, but, as observed by Ismail [9], $S_{m}\left(q^{v} ; w ; q\right)=q^{-(1 / 2) m v} h_{m, v}^{(2)}\left(w q^{(1 / 2) v} ; q\right)$ is a polynomial of degree $m$ in $x=q^{v}$ satisfying the three-term recurrence relation

$$
\begin{equation*}
S_{m+1}(x ; w ; q)=2 w\left(1-x q^{m}\right) S_{m}(x ; w ; q)-q^{m-1} S_{m-1}(x ; w ; q) \tag{4.3}
\end{equation*}
$$

with initial conditions $S_{0}(x ; w ; q)=1, S_{1}(x ; w ; q)=2 w(1-x)$. So they form a set of orthogonal polynomials for $w \in \mathbb{R} \backslash\{0\}$ by Favard's theorem.

The asymptotic behaviour of the orthogonal polynomials is then given by, see [9, Sect. 3],

$$
\begin{align*}
\lim _{m \rightarrow \infty} & (2 w)^{-m} S_{m}(x ; w ; q) \\
& =(x ; q)_{\infty}{ }_{0} \varphi_{1}\left(-; x ; q,-\frac{1}{4 w^{2}}\right) \\
& =\sum_{k=0}^{\infty} x^{k} \frac{(-1)^{k} q^{1 / 2 k(k-1)}}{(q ; q)_{k}}{ }_{0} \varphi_{1}\left(-; 0 ; q,-\frac{q^{k}}{4 w^{2}}\right) \tag{4.4}
\end{align*}
$$

uniformly in $x$ on compact subsets of $\mathbb{C}$. The right hand side is an entire function in $x$, and also in $w^{-1}$.

The monic polynomials $s_{m}(x)=s_{m}(x ; w ; q)=(-2 w)^{-m} q^{-(1 / 2) m(m-1)}$ $S_{m}(x ; w ; q)$ satisfy

$$
\begin{equation*}
x s_{m}(x)=s_{m+1}(x)+q^{-m} s_{m}(x)+\frac{q^{-m}}{4 w^{2}} s_{m-1}(x), \tag{4.5}
\end{equation*}
$$

with $s_{0}(x)=1, s_{1}(x)=x-1$. The corresponding orthonormal polynomials $u_{m}(x)=(-\operatorname{sgn} w)^{m} q^{(1 / 2) m} q^{(1 / 4) m(m-1)} S_{m}(x ; w ; q)=2^{m}|w|^{m} q^{(1 / 2) m(m+1)}$ $s_{m}(x)$ satisfy
$x u_{m}(x)=\frac{1}{2|w|} q^{-1 / 2(m+1)} u_{m+1}(x)+q^{-m} u_{m}(x)+\frac{1}{2|w|} q^{-1 / 2 m} u_{m-1}(x)$,
with $u_{0}(x)=1, u_{1}(x)=2 q^{1 / 2}|w|(x-1)$. Again we may restrict ourselves to $w>0$, since $S_{m}(x ;-w ; q)=(-1)^{m} S_{m}(x ; w ; q)$.

Lemma 4.1. (i) The moment problem for the polynomials $S_{m}(\cdot ; w ; q)$ is determinate for $w>0$.
(ii) For the true interval $\left[\xi_{1}, \infty\right)$ of orthogonality we have
(a) $-\infty<\xi_{1}<1$;
(b) $\xi_{1}>0$ for $(2 w)^{-1}<\sqrt{1-q}$, and for $2 w>1+q^{-1 / 2}$;
(c) $\xi_{1}<0$ for $2 w<\sqrt{1+q}$.

Note that the first estimate in (b) is the best for $q$ small and the second is the best for $q$ close to 1 .

Proof. From (4.4) we see that $u_{m}(x) \approx(-2 z)^{m} q^{-(1 / 4) m(m-1)}(x ; q)_{\infty}$ ${ }_{0} \varphi_{1}\left(-; x ; q,-(2 w)^{-2}\right)$. Take any $x \in \mathbb{C} \backslash \mathbb{R}$ for which the last factor is nonzero. Then we have $\sum_{m=0}^{\infty}\left|u_{m}(x)\right|^{2}=+\infty$, so that we find determinacy of the moment problem from [2, Theorem 1.1, p. 503; 19, Theorem 2.9, p. 50].

To prove (ii) we first note that $q^{-m} \rightarrow \infty$ as $m \rightarrow \infty$ implies that the true interval of orthogonality is of the form [ $\xi_{1}, \infty$ ), see [5, p. 109]. Now [5, Theorem 2.1, p. 108] shows that $\xi_{1} \geqslant y, y \in \mathbb{R}$, if and only if $q^{-m}>y$, $m \in \mathbb{Z}_{+}$, and $\left\{\lambda_{m}(y)\right\}_{m=1}^{\infty}$ is a chain sequence with

$$
\lambda_{m}(y)=\frac{q^{-m}}{4 w^{2}\left(q^{-m}-y\right)\left(q^{1-m}-y\right)}=\frac{q^{m-1}}{4 w^{2}\left(1-q^{m} y\right)\left(1-q^{m-1} y\right)} .
$$

Hence, we can restrict ourselves to $y<1$.
Using Wall's criterion, see [5, Ex. 5.9, p. 100], we see that $\left\{a q^{m-1}\right\}_{m=1}^{\infty}$ is a chain sequence if $a<1-q$. On the other hand, the minimal parameter sequence, see [5, Chap. III], starts with $g_{0}=0, g_{1}=a, g_{2}=a q /(1-a)$. From the condition $0<g_{1}<1$ we conclude that for $a \leqslant 0$ or $a \geqslant 1$ the sequence $\left\{a q^{m-1}\right\}_{m=1}^{\infty}$ is not a chain sequence, and from $0<g_{2}<1$ we conclude that for $a \geqslant(1+q)^{-1}$ it is not a chain sequence.

For $0 \leqslant y<1$ we get $\left(1-q^{m} y\right)\left(1-q^{m-1} y\right) \geqslant(1-y)(1-q y)$ for $m \in \mathbb{N}$, hence $\lambda_{m}(y) \leqslant a q^{m-1}$ with $a^{-1}=4 w^{2}(1-y)(1-q y)$. By Wall's comparison test, see [5, Theorem 5.7, p. 97], it follows that $\lambda_{m}(y)$ forms a chain sequence if $a q^{m-1}$ forms one. If $(2 w)^{-1}<\sqrt{1-q}$ we can find $y>0$ small such that $4 w^{2}(1-y)(1-q y)>(1-q)$ implying $\lambda_{m}(y)$ forming a chain sequence. Hence, the first part of (b) follows. If we now put $y=0$, then (c) follows, since $\lambda_{m}(0)$ doesn't form a chain sequence for $2 w<\sqrt{1+q}$.

To prove that $\xi_{1}$ is bounded from below we can use Gershgorin's theorem as in the proof of Lemma 3.4. We see that all zeros of the orthonormal polynomials $u_{m}(x)$ are contained in $[-b, \infty)$ for $b \in \mathbb{R}$ such that

$$
q^{-m}-q^{-1 / 2 m}(2 w)^{-1}\left(1+q^{-1 / 2}\right)+b \geqslant 0, \quad m \in \mathbb{Z}_{+} .
$$

Then $-b \leqslant \xi_{1}$, and it suffices to take $b \geqslant\left(1+q^{-1 / 2}\right)^{2} /\left(16 w^{2}\right)$. This proves (a). If we take $b=0$ we see that for $2 w \geqslant 1+q^{-1 / 2}$ we have $q^{-m}-q^{-(1 / 2) m}(2 w)^{-1}\left(1+q^{-1 / 2}\right) \geqslant \tau(w), m \in \mathbb{Z}_{+}$, with $\tau(w)=1-\left(1+q^{-1 / 2}\right) /$ $(2 w) \geqslant 0$, so that $\xi_{1} \geqslant \tau(w)$ in this case and the latter part of (b) follows.

Let again $\xi_{i}$ denote the limit of the $i$ th zero of $S_{m}(\cdot ; w ; q)$ as $m \rightarrow \infty$. Then it follows that the orthogonality measure is supported on $\Xi=$ $\left\{\xi_{1}, \xi_{2}, \ldots\right\}$, see [5, Chap. IV].

To determine the orthogonality measure we first consider the associated monic polynomials $s_{m}^{(1)}(x)=s_{m}^{(1)}(x ; z ; q)$ defined by

$$
\begin{equation*}
x s_{m}^{(1)}(x)=s_{m+1}^{(1)}(x)+q^{-m-1} s_{m}^{(1)}(x)+\frac{q^{-m-1}}{4 w^{2}} s_{m-1}^{(1)}(x), \tag{4.7}
\end{equation*}
$$

with $s_{0}(x)=1, s_{1}(x)=x-q^{-1}$. Multiply by $q$, and take the new variable $y=q x$ to see that $s_{m}^{(1)}(x ; w ; q)=q^{-m_{s}}\left(q x ; w q^{-1 / 2} ; q\right)$. Hence, the Stieltjes transform $L(x ; w ; q)$ of the orthogonality measure is given by

$$
\begin{equation*}
L(x ; w ; q)=\lim _{m \rightarrow \infty} \frac{s_{m-1}^{(1)}(x)}{s_{m}(x)}=-\frac{(x q ; q)_{\infty} \varphi_{1}\left(-; q x ; q, q /\left(4 w^{2}\right)\right)}{(x ; q)_{\infty} \varphi_{1}\left(-; x ; q, 1 /\left(4 w^{2}\right)\right)} \tag{4.8}
\end{equation*}
$$

by (4.4).
Lemma 4.2. The denominator and numerator of $L$ in (4.8) have no common zeros.

Proof. From

$$
\begin{aligned}
& (1-x)(x q ; q)_{\infty} \varphi_{1}\left(-; x q ; q,-\frac{q}{4 w^{2}}\right) \\
& \quad-\frac{1}{4 w^{2}}\left(x q^{2} ; q\right)_{\infty 0} \varphi_{1}\left(-; x q^{2} ; q,-\frac{q^{2}}{4 w^{2}}\right) \\
& =(x ; q)_{\infty} \varphi_{1}\left(-; x ; q,-\frac{1}{4 w^{2}}\right),
\end{aligned}
$$

cf. [9, Sect. 2], it follows that if $x \neq 0$ is a common zero of the numerator and denominator, then

$$
\left(x q^{k} ; q\right)_{\infty 0} \varphi_{1}\left(-; x q^{k} ; q,-\frac{q^{k}}{4 w^{2}}\right)=0, \quad k \in \mathbb{Z}_{+},
$$

implying that the entire function $z \mapsto(z ; q)_{\infty} \rho_{1}\left(-; z ; q,-z /\left(4 w^{2} x\right)\right)$ is identically zero, which is absurd.

By (4.4) we see that

$$
L(0 ; w ; q)=-\frac{{ }_{0} \varphi_{1}\left(-; 0 ; q, q /\left(4 w^{2}\right)\right)}{{ }_{0} \varphi_{1}\left(-; 0 ; q, 1 /\left(4 w^{2}\right)\right)} .
$$

If both numerator and denominator are zero then also ${ }_{0} \varphi_{1}\left(-; 0 ; q, q^{k} /\left(4 w^{2}\right)\right.$ $=0$ for $k \in \mathbb{Z}_{+}$as follows from the second order $q$-difference equation, cf. [8, Ex. 1.13], giving a contradiction in a similar way.

Lemma 4.3. For $w>0$ the function $L(x ; w ; q)$ is meromorphic and it has a Mittag-Leffler expansion

$$
L(x ; w ; q)=\sum_{k=1}^{\infty} \frac{B_{k}}{x-\xi_{k}}
$$

with $B_{k}>0, \quad \sum_{k=1}^{\infty} B_{k}=1$, and $-\infty<\xi_{1}<\xi_{2}<\cdots$ tending to infinity. Moreover, the orthogonality measure for the orthogonal polynomials $S_{m}(\cdot ; w ; q)$ is uniquely determined and given by a purely discrete measure with masses $B_{k}$ at the points $\xi_{k}$.

Proof. As in the proof of Lemma 3.5, we use Maki [18, Theorem 4.9], which holds for all $w>0$ since $\lim \sup _{m \rightarrow \infty} q^{-m} /\left(4 w^{2} q^{1-2 m}\right)=0<1 / 4$ and $q^{-m} \rightarrow \infty$. Then $\xi_{k} \rightarrow \infty$, since the support of the orthogonality measure has to be infinite.

Theorem 4.4. Let $w>0$.
(i) The zeros of $x \mapsto(x ; q)_{\infty} \rho_{\rho_{1}}\left(-; x ; q, 1 /\left(4 w^{2}\right)\right)$ are real, simple, and form a denumerable set $-\infty<\xi_{1}<\xi_{2}<\cdots$ with $\xi_{k} \rightarrow \infty$ as $k \rightarrow \infty$. Moreover, the zeros of $x \mapsto(x ; q)_{\infty} \rho_{1}\left(-; x ; q, 1 /\left(4 w^{2}\right)\right)$ interlace with those of $x \mapsto(x q ; q)_{\infty} \varphi_{1}\left(-; q x ; q, q /\left(4 w^{2}\right)\right)$.
(ii) The polynomials $S_{m}(\cdot ; w ; q)$ satisfy the orthogonality relations

$$
\begin{aligned}
& -\sum_{k=1}^{\infty} S_{m}\left(\xi_{k} ; w ; q\right) S_{n}\left(\xi_{k} ; w ; q\right) \frac{\left(\xi_{k} q ; q\right)_{\infty} \varphi_{1}\left(-; q \xi_{k} ; q, q /\left(4 w^{2}\right)\right)}{\left.(\partial / \partial x)\left((x ; q)_{\infty} \varphi_{1}\left(-; x ; q, 1 /\left(4 w^{2}\right)\right)\right)\right|_{x=\xi_{k}}} \\
& \quad=\delta_{n m} q^{-m} q^{-1 / 2 m(m-1)}
\end{aligned}
$$

All masses are positive, and the measure is uniquely determined.
Proof. The proof is a slight adaptation of the proof of Theorem 3.6.
In case $\xi_{1}>0$ we put $x=q^{v}, \xi_{k}=q^{\mu_{k}}$. Then we can rewrite Theorem 4.4 in terms of the Jackson $q$-Bessel function as follows.

Corollary 4.5. Let $2 w>\min \left(1+q^{-1 / 2}, 1 / \sqrt{1-q}\right)$.
(i) The zeros of $v \mapsto \mathscr{J}_{v-1}^{(2)}\left(w^{-1} q^{-(1 / 2)} v ; q\right)$ are real, simple, and form a denumerable set $\cdots<\mu_{k+1}<\mu_{k}<\cdots<\mu_{1}<\infty$ with $\mu_{k} \rightarrow-\infty$ as $k \rightarrow \infty$. Moreover, the zeros of $v \mapsto \mathscr{f}_{v-1}^{(2)}\left(w^{-1} q^{-(1 / 2) v} ; q\right)$ interlace with the zeros of $v \mapsto \mathscr{J}_{v}^{(2)}\left(w^{-1} q^{-(1 / 2)}{ }^{2} ; q\right)$.
(ii) The $q$-Lommel polynomials defined by (4.2) satisfy the orthogonality relations

$$
\begin{aligned}
-2 \ln q & \sum_{k=1}^{\infty} q^{-1 / 2 m \mu_{k}} h_{m, \mu_{k}}^{(2)}\left(w q^{1 / 2 \mu_{k}} ; q\right) q^{-1 / 2 n \mu_{k}} h_{n, \mu_{k}}^{(2)}\left(w q^{1 / 2 \mu_{k}} ; q\right) q^{\mu_{k}} \\
& \times \frac{\mathscr{J}_{\mu_{k}(2)}^{(2)}\left(w^{-1} q^{-1 / 2 \mu_{k}} ; q\right)}{\left.(\partial / \partial v)\left(\mathscr{F}_{v-1}^{(2)}\left(w^{-1} q^{-1 / 2 v} ; q\right)\right)\right|_{v=\mu_{k}}}=\delta_{n m} q^{-m} q^{-1 / 2 m(m-1)} .
\end{aligned}
$$

The analogue of Coulomb's result, Proposition 3.9, is also valid for Jackson's $q$-Bessel function, with only minor changes in the estimate involved.

Proposition 4.6. For each sufficiently small $\varepsilon>0$ there exists $N>1$ such that for all integers $m>N$ the function $v \mapsto \mathscr{J}_{v}^{(2)}\left(w q^{-(1 / 2)} v ; q\right), w \in \mathbb{C}$, has precisely one simple zero in $\{v:|v+m|<\varepsilon\}$.

## ACKNOWLEDGMENTS

I thank Philip Feinsilver for drawing my attention to this problem, and Walter Van Assche and Jan Wiegerinck for their help. Thanks are due to the referee for helpful remarks.

## REFERENCES

1. W. A. Al-Salam and L. Carlitz, Some orthogonal $q$-polynomials, Math. Nachr. 30 (1965), 47-61.
2. J. M. Berezanskiĭ, "Expansions in Eigenfunctions of Selfadjoint Operators," Transl. Math. Monographs, Vol. 17, Amer. Math. Soc., Providence, 1968.
3. T. S. Chihara, Chain sequences and orthogonal polynomials, Trans. Amer. Math. Soc. 104 (1962), 1-16.
4. T. S. Chihara, On indeterminate Hamburger moment problems, Pacific J. Math. 27 (1968), 475-484.
5. T. S. Chihara, "An Introduction to Orthogonal Polynomials," Math. Appl., Vol. 13, Gordon \& Breach, New York, 1978.
6. J. Coulomb, Sur les zéros des fonctions de Bessel considérées comme fonction de l'ordre, Bull. Sci. Math. (2) 60 (1936), 297-302.
7. P. Feinsilver, Lie algebras and recurrence relations. IV. Representations of the Euclidean group and Bessel functions, Acta Appl. Math. 43 (1996), 289-316.
8. G. Gasper and M. Rahman, "Basic Hypergeometric Series," Cambridge Univ. Press, Cambridge, UK, 1990.
9. M. E. H. Ismail, The zeros of basic Bessel functions, the functions $J_{v+a x}(x)$, and associated orthogonal polynomials, J. Math. Anal. Appl. 86 (1982), 1-19.
10. M. E. H. Ismail, J. Letessier, D. R. Masson, and G. Valent, Birth and death processes and orthogonal polynomials, in "Orthogonal Polynomials: Theory and Practice" (P. Nevai, Ed.), NATO ASI Series C, Vol. 294, pp. 229-255, Kluwer Academic, Dordrecht, 1990.
11. M. E. H. Ismail, D. R. Masson, and S. K. Suslov, The $q$-Bessel functions on a $q$-quadratic grid, in "Proc. CRM Workshop, Group Theoretic Methods in Special Functions" (R. Floreanini and L. Vinet, Eds.), in press.
12. F. H. Jackson, The application of basic numbers to Bessel's and Legendre's functions, Proc. London Math. Soc. (2) 2 (1904), 192-220.
13. H. T. Koelink, The quantum group of plane motions and the Hahn-Exton $q$-Bessel function, Duke Math. J. 76 (1994), 483-508.
14. H. T. Koelink, The quantum group of plane motions and basic Bessel functions, Indag. Math. (N.S.) 6 (1995), 197-211.
15. H. T. Koelink and R. F. Swarttouw, On the zeros of the Hahn-Exton $q$-Bessel function and assocoiated $q$-Lommel polynomials, J. Math. Anal. Appl. 186 (1994), 690-710.
16. H. T. Koelink and W. Van Assche, Orthogonal polynomials and Laurent polynomials related to the Hahn-Exton $q$-Bessel function, Constr. Approx. 11 (1995), 477-512.
17. T. H. Koornwinder and R. F. Swarttouw, On $q$-analogues of the Fourier and Hankel transforms, Trans. Amer. Math. Soc. 333 (1992), 445-461.
18. D. Maki, On constructing distribution functions; with applications to Lommel polynomials and Bessel functions, Trans. Amer. Math. Soc. 130 (1968), 81-297.
19. J. A. Shohat and J. D. Tamarkin, "The Problem of Moments," Math. Surveys, Vol. 1, Amer. Math. Soc., Providence, 1943.
20. L. L. Vaksman and L. I. Korogodskiř, An algebra of bounded functions on the quantum group of motions on the plane, and $q$-analogues of the Bessel functions, Soviet Math. Dokl. 39 (1989), 173-177.
21. W. Van Assche, The ratio of $q$-like orthogonal polynomials, J. Math. Anal. Appl. 128 (1987), 535-547.
22. W. Van Assche, Orthogonal polynomials in the complex plane and on the real line, in "Special Functions, $q$-Series and Related Topics" (M. E. H. Ismail, D. R. Masson, and M. Rahman, Eds.), Fields Institute Commun., Vol. 14, pp. 211-245, Amer. Math. Soc., Providence, 1997.
23. G. N. Watson, "Theory of Bessel functions," 2nd ed., Cambridge Univ. Press, Cambridge, UK, 1944.

[^0]:    * Supported by the Netherlands Organization for Scientific Research (NWO) under Project 610.06.100.
    ${ }^{\dagger}$ Current address: Werkeenheid Algemene Wiskunde, ITS-TWI-AW, Technische Universiteit Delft, PO Box 5031, 2600 GA Delft, The Netherlands. E-mail: koelink@twi.tudelft.nl.

